
AI Usage in HR 

Conversa�ons about ar�ficial intelligence (AI) have been everywhere recently. Congress held hearings 
about it. News outlets have writen ar�cles about it, including that content providers have sampled AI’s 
abili�es by having it dra� something for them. But how does it impact companies and Human 
Resources? 

According to the Pew Research Center, 62% of Americans believe AI will have a major impact on workers 
but only 28% believe it will impact them directly. Unfortunately,  AI is already impac�ng employees as 
4,000 jobs were lost in May 2023 due to AI, the first �me AI was listed as a reason for a layoff. 

While most of the recent conversa�on involves AI-generated content, other AI formats have been used 
in the workplace for a while.  

AI in the Hiring Process 

AI tools used in the hiring process have been praised for saving hiring managers valuable �me and 
crea�ng a diverse pool of applicants by removing bias from the ini�al review process. Concerns have 
been raised that there is uninten�onal bias built into these tools. 

Resume review tools can use predic�ve analysis to determine what candidate profile would be the best 
fit for an open posi�on and then compare received electronic resumes to find the “best available” 
candidates. However, if a candidate uses certain words or phrases which may not fit the AI tool’s 
expecta�ons, the candidate will receive a lower evalua�on for no real reason.  

More concerning are tools which analyze an applicant’s personality, knowledge, and communica�on 
skills using recorded responses to interview ques�ons and facial expressions. These tools assess a 
candidate’s fit for a job by matching them to a profile of the company’s “ideal employee” using 
appearance, communica�on skills, speech paterns, body language, personality, etc. However, some of 
these tools have been found to be biased elimina�ng people of certain genders, races, ethnici�es, and 
disabili�es by giving lower scores for factors (such as facial structure, accents, hair style, or wearing 
glasses or head scarves) that do not match the “ideal” parameters in the programming. 

Regula�ons on the use of these tools are already in place. On April 25, 2023, four federal agencies – US 
Equal Employment Opportunity Commission (EEOC), Department of Jus�ce (DOJ), Consumer Financial 
Protec�on Bureau (CFPB), and Federal Trade Commission (FTC) – issued a joint statement addressing the 
concerns about ar�ficial intelligence (AI) and its poten�al impacts. The statement covered several topics 
including defining AI, acknowledging its poten�al posi�ve uses and nega�ve impacts, highligh�ng 
poten�al areas for discrimina�on, and affirming each agency’s commitment “…to monitor the 
development and usage of automated systems and promote responsible innova�on…” as well as 
“…pledge to vigorously use our collec�ve authori�es to protect individuals’ rights regardless of whether 
legal viola�ons occur through tradi�onal means or advanced technologies.”  

Illinois, Maryland, and New York City have already passed laws regula�ng the use of “automated 
employment decisions tools” in the hiring process, with many other states and ci�es considering similar 
laws. 

AI-Generated Content 

Most of the latest news is around “chatbots” and the AI-generated content they produce. Chatbots such 
as OpenAI’s ChatGPT, Microso�’s Bing, and Google’s Bard are now available to the public by simply 
downloading the so�ware or phone app and se�ng up an account. 

https://www.nytimes.com/2023/05/16/technology/openai-altman-artificial-intelligence-regulation.html
https://www.pewresearch.org/internet/2023/04/20/ai-in-hiring-and-evaluating-workers-what-americans-think/
https://www.cbsnews.com/news/ai-job-losses-artificial-intelligence-challenger-report/
https://www.forbes.com/sites/forbesbusinesscouncil/2022/06/10/artificial-intelligence-in-hiring-a-tool-for-recruiters/?sh=3e45f7563200
https://www.bbc.com/news/technology-63228466
https://www.eeoc.gov/joint-statement-enforcement-efforts-against-discrimination-and-bias-automated-systems
https://news.bloomberglaw.com/us-law-week/states-start-to-regulate-ai-based-hiring-without-federal-guidance
https://openai.com/blog/chatgpt
https://www.bing.com/new
https://bard.google.com/


In the workplace, chatbots can be used to research topics and to generate content such as policies, 
procedures, emails, leters, and disciplinary ac�on. On the posi�ve side, AI used for HR purposes can 
help effec�vely address legali�es, uncomfortable topics, and messages for general audiences. However, 
AI has also been shown to generate content which lacks empathy, is non-specific, disregards the privacy 
of others, does not offer face-to-face interac�ons, or contradicts itself. Asking the same ques�on in 
different ways could give different results which could complicate or confuse the issue more. 

Beyond these concerns are the inherent limita�ons of chatbots as they are built on a Large Language 
Model which relies on many available data sources. However, the end results are only as good and valid 
as the data it references, which is not always valid or accurate. For example, Wikipedia is an o�en-used 
resource but, since it relies on user-generated content, it has been proven to be only 80% accurate. In 
some cases, chatbots have also created their own inaccurate reference material from which to develop 
and validate an answer even though it is incorrect or fic�onal.  

To build its database, chatbots retain all entered informa�on for future reference by any user. Since users 
must input specific informa�on to get the best results, they may need to enter sensi�ve or confiden�al 
informa�on or trade secrets which is added to the chatbot’s database. Depending on the informa�on 
entered and/or the parameters entered by a future user, companies may find their confiden�al data 
available to anyone asking the right ques�ons. 

Suggested Ac�on to Take Before Using AI 

As tools develop and improve, AI will find a place in most workplaces. As you determine how AI will be 
allowed in your workplace, consider taking the following ac�ons: 

Do your research into AI : Understand what defines AI as well as the advantages and drawbacks 
to each tool. In addi�on to the informa�on linked in this ar�cle, consider reading other 
resources to educate yourself as much as possible on AI.  For example, two ar�cles about 
chatbots from the NY Times we found helpful while researching this ar�cle were Chatbot Primer 
(5-part series) and Prompts for More Effec�ve Chatbot Results. You may also find Conductor’s 
ar�cle about using a chatbot helpful. 

Research your AI tools:  Learn what AI is and how it is incorporated into tools you may use now 
or may rely on in the future. If you choose to use AI tools, be sure to understand their validity 
and limita�ons. For example, if you are going to use virtual analysis of recorded interviews, 
understand the science behind it, including if the tool has been properly tested to remove 
implicit biases. 

Establish policies and procedures on AI use: Dra� a policy to outline when and how AI can and 
cannot be used. Include clear statements prohibi�ng discrimina�on and revealing confiden�al 
informa�on. While the policy can be general to cover any AI, develop exact procedures and 
expecta�ons as you ini�ate AI tools. 

Train employees and managers: As you expand the use of AI tools in your company, train your 
employees and managers when and how to use them properly and legally. Instruct users on 
what is and is not allowed as well as expecta�ons such as reviewing and fact-checking all content 
before releasing it or personalizing a leter to an employee or customer. 

Affinity HR Group will con�nue to monitor this emerging technology and the related regulatory around 
its development and use.  

 

https://resources.workable.com/tutorial/chatgpt-hurts-and-helps-hr
https://blogs.library.duke.edu/blog/2023/03/09/chatgpt-and-fake-citations/
https://blog.reputationx.com/is-wikipedia-reliable
https://www.nytimes.com/article/ai-artificial-intelligence-chatbot.html
https://www.nytimes.com/article/ai-artificial-intelligence-chatbot.html
https://www.nytimes.com/2023/05/25/technology/ai-chatbot-chatgpt-prompts.html
https://www.conductor.com/academy/ai-generated-content/
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(internal use only) Resources / links used in article: 

Congress hearings: htps://www.ny�mes.com/2023/05/16/technology/openai-altman-ar�ficial-
intelligence-regula�on.html 

Pew Research Center: htps://www.pewresearch.org/internet/2023/04/20/ai-in-hiring-and-evalua�ng-
workers-what-americans-think/ 

4,000 people lost their jobs: htps://www.cbsnews.com/news/ai-job-losses-ar�ficial-intelligence-
challenger-report/ 

Hiring process: htps://www.forbes.com/sites/forbesbusinesscouncil/2022/06/10/ar�ficial-intelligence-
in-hiring-a-tool-for-recruiters/?sh=3e45f7563200 

Found to be biased: htps://www.bbc.com/news/technology-63228466 

Joint statement: htps://www.eeoc.gov/joint-statement-enforcement-efforts-against-discrimina�on-and-
bias-automated-systems 

passed laws: htps://news.bloomberglaw.com/us-law-week/states-start-to-regulate-ai-based-hiring-
without-federal-guidance 

Open Ai’s ChatGPT: htps://openai.com/blog/chatgpt 

Microso�’s Bing: htps://www.bing.com/new 

Google’s Bard: htps://bard.google.com/ 

AI for HR purposes: htps://resources.workable.com/tutorial/chatgpt-hurts-and-helps-hr 

Only 80% accurate: htps://blog.reputa�onx.com/is-wikipedia-reliable 

Inherent limita�ons: htps://blogs.library.duke.edu/blog/2023/03/09/chatgpt-and-fake-cita�ons/ 

Ny Times prompts for more effec�ve chatbot: htps://www.ny�mes.com/2023/05/25/technology/ai-
chatbot-chatgpt-prompts.html 

NY Times Chatbot primer (Series): htps://www.ny�mes.com/ar�cle/ai-ar�ficial-intelligence-
chatbot.html 

Conductor using a chatbot: htps://www.conductor.com/academy/ai-generated-content/ 

 

 

 

https://www.nytimes.com/2023/05/16/technology/openai-altman-artificial-intelligence-regulation.html
https://www.nytimes.com/2023/05/16/technology/openai-altman-artificial-intelligence-regulation.html
https://www.pewresearch.org/internet/2023/04/20/ai-in-hiring-and-evaluating-workers-what-americans-think/
https://www.pewresearch.org/internet/2023/04/20/ai-in-hiring-and-evaluating-workers-what-americans-think/
https://www.cbsnews.com/news/ai-job-losses-artificial-intelligence-challenger-report/
https://www.cbsnews.com/news/ai-job-losses-artificial-intelligence-challenger-report/
https://www.forbes.com/sites/forbesbusinesscouncil/2022/06/10/artificial-intelligence-in-hiring-a-tool-for-recruiters/?sh=3e45f7563200
https://www.forbes.com/sites/forbesbusinesscouncil/2022/06/10/artificial-intelligence-in-hiring-a-tool-for-recruiters/?sh=3e45f7563200
https://www.bbc.com/news/technology-63228466
https://www.eeoc.gov/joint-statement-enforcement-efforts-against-discrimination-and-bias-automated-systems
https://www.eeoc.gov/joint-statement-enforcement-efforts-against-discrimination-and-bias-automated-systems
https://news.bloomberglaw.com/us-law-week/states-start-to-regulate-ai-based-hiring-without-federal-guidance
https://news.bloomberglaw.com/us-law-week/states-start-to-regulate-ai-based-hiring-without-federal-guidance
https://openai.com/blog/chatgpt
https://www.bing.com/new
https://bard.google.com/
https://resources.workable.com/tutorial/chatgpt-hurts-and-helps-hr
https://blog.reputationx.com/is-wikipedia-reliable
https://blogs.library.duke.edu/blog/2023/03/09/chatgpt-and-fake-citations/
https://www.nytimes.com/2023/05/25/technology/ai-chatbot-chatgpt-prompts.html
https://www.nytimes.com/2023/05/25/technology/ai-chatbot-chatgpt-prompts.html
https://www.nytimes.com/article/ai-artificial-intelligence-chatbot.html
https://www.nytimes.com/article/ai-artificial-intelligence-chatbot.html
https://www.conductor.com/academy/ai-generated-content/

